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A B S T R A C T   

Foams offer extremely large surface area per unit mass, making them competitive material for heat exchangers 
and energy storage systems. Understanding the influence of foam characteristics, i.e., size, distribution and 
concentration of pores, ligament defects as well as foam architecture, on thermal transport is important when 
designing the foam-based devices. In this article, we present the effective thermal conductivity of open-cell 
polyurethane (PU) foam (20 PPI) with ~10 μm thick nickel coating measured by transient plane source (TPS) 
method. A calibration methodology for TPS method is developed to obtain accurate measurements. A finite 
element model and thermal resistance model are developed for the heat transfer in metal coated foams occurring 
near room temperature. For precisely modeling the foam architecture topology, an X-Ray tomography is 
employed. The developed models are used to investigate how the Ni coating thickness affects the effective 
thermal conductivity. Lastly, we discuss how the model assumptions are related to the discrepancy between the 
model predictions and measurements for the polymer-metal foams.   

1. Introduction 

Due to the large surface area per unit mass and volume, porous media 
have received great interest for the energy device applications including 
thermal insulation [1], heat sinks [2], evaporators [3], heat exchangers 
[4–6], and energy storages [7,8]. Particularly, three-dimensional (3D) 
network architecture of foams was highlighted as the structures for 
supercapacitors and batteries, since these architectures serve as effective 
transport media for electrons and ions. Previous articles report that 
foams facilitate the electrolyte penetration into the electrode matrix, 
which possibly leads to overcoming the primary kinetic limits of the 
electrochemical process [9,10]. 

To properly design the porous media related to the thermal and 
energy applications, there has been extensive research to understand 
how the geometric parameters such as cell size and pore concentration 
affect the heat transfer modes and thermal conductivity (k). In gas-filled 
foams, dominant heat transfer modes are considered as solid conduc-
tion, gas conduction and radiation if the gas temperature is near or 
below the room temperature and the gas pressure is near or below the 
atmospheric pressure [11–13]. Natural convection is likely negligible in 

gas-filled foams especially if the cell sizes are less than 1 mm, as Ray-
leigh number (Ra) is much smaller than critical Ra (~40–1000) [11,13]. 
For instance, in an air-filled foam with a cell size of 1 mm, Ra is merely 
~0.4 at room temperature. Another work reports that Darcy number 
(Da) is an important parameter to understand the onset of natural con-
vection in foam [14]. With Da, Rayleigh number for porous media is 
defined as Ram = RaDa kf/km, where kf and km are the thermal con-
ductivity of the fluid and saturated medium, respectively. If Ram exceeds 
100, natural convection becomes important [14]. In closed-cell poly-
urethane (PU) foams with a cell sizes of 100–400 μm, the relative con-
tributions of solid conduction, gas conduction and radiation were 
estimated as about 15, 70 and 15%, respectively at 286 K and 760 torr 
[12]. At a low pressure (<0.1 torr), the effective thermal conductivity 
(ETC) of foams reduced by 80% relative to the atmospheric condition 
owing to the absence of gas conduction [12]. 

To measure and study the thermal transport in porous media, various 
experimental methods have been explored. A standard approach is the 
guarded hot plate method which measures k under steady-state condi-
tion [15,16]. In this method, a hot plate dissipates a known unidirec-
tional heat flux into the sample, which subsequently flows to a cold 
plate. The thermal conductivity is calculated from measured 
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temperature gradient between the hot and cold plates. However, the 
steady-state method requires substantial measurement duration and 
extreme care in insultation. In recent studies [16,17], transient plane 
source (TPS) method is often employed, which only demands small-size 
samples, short measuring time and simple instrumentation relative to 
the steady-state method. The TPS method uses a thin metal film, sand-
wiched between two identical samples, to generate Joule heat, and re-
cords the transient temperature response of the samples to estimate the 
thermal conductivity. The TPS method measurements differed only 
about 20% from the steady-state technique measurements when tested 
for low-density, closed-cell polyethylene foams [16]. In another 
demonstration, TPS was used to measure k of PU foams where k was in 
the range of 0.048–0.05 W/(m⋅K) [17]. 

Theoretical models have also been proposed for the heat transfer in 
porous media. For simple modeling, foams are commonly treated as 
homogenous media consisting of solid matrix and fluid. Then, a one- 
dimensional (1D) heat conduction model has been set up to calculate 
the ETC of foams [18]. Although the 1D model predicts reasonably close 
to the experimental measurements, 3D numerical models have also been 
explored for accurate analysis by factoring in the actual foam structures 
[19]. For example, a previous work incorporated the actual morphol-
ogies of the porous medium obtained by 3D computed tomography (CT) 
scan for their numerical analysis [20]. 

Among various types of porous media, metal-polymer composite 
foams have attracted considerable interest due to their intriguing 
physical properties and competitive costs. If the porous medium merely 
consists of pure polymer foams, the structure generally possesses small k 
and poor mechanical strength, which are hard to be improved simply by 
altering the porous structure. To effectively modulate the thermal and 
mechanical properties of the foams, not only the architecture but also 
the constituent material needs to be engineered. For polymer foams, 
conformal metal coating on their ligament surface can be considered as a 
facile method of enhancing k and mechanical strength without large cost 
[21,22]. Metal coating on the polymer foams is usually implemented by 
a simple electrochemical co-deposition [23], which is scalable from 
nano-to macro-scale sizes. However, to the best of our knowledge, only 
few studies [22,24] have investigated the thermal properties of such 
polymer metallic composite architecture despite their potentials and 
advantages. 

This work reports the fabrication of Ni coated PU foams and mea-
surement of their thermal conductivity using the TPS method. To un-
derstand the effect of Ni layer on thermal transport, a finite element 
model and a thermal resistance model are developed for the open-cell, 
composite foam. Herein, for the first time, we demonstrate that a 

hollow pentagonal dodecahedron (HPD) model [25] can be used to 
effectively estimate the ETC of the composite foam. The HPD is adopted 
as a foam model to account for the realistic foam architecture. Although 
numerous FEM models have been developed for the foam architecture, 
including the Kelvin model [26], Weaire-Phelan model [27] and Tet-
rakaidecahedral model [28], these foam models are too complex to use 
for the foams with core-shell or hollow struts. X-ray tomography [29] is 
considered to provide an actual topology of the foam architecture, but it 
is still challenging to accurately capture the topology of thin coating 
layer and core material. For instance, the X-ray scanning is not able to 
measure the metal thickness. Consequently, the previous works based on 
X-ray scanning did not accurately account for the metal thickness or core 
structures of the composite foams [27,30,31]. It seems that the X-ray 
tomography model inevitably overpredicts the density of metal foam 
and overestimate the ETC of composite foams [20,32]. Alternatively, 
our 3D packing HPD model would provide a simple means to effectively 
approximate the composite foam architecture with core-shell or hollow 
struts. 

2. Experiment 

2.1. Sample fabrication by electroless-electrochemical deposition 

Composite foams were prepared by coating Ni on reticulated PU 
foam templates (US Plastic Corp., OH) via the electroless- 
electrochemical deposition. Initially, the PU foams were cleaned with 
polyacetylene, acetone and deionized water alternatively in an ultra-
sonic bath for 20 min. Subsequently, the PU templates were immersed in 
dopamine⋅HCl solution with a concentration in the range of 1.0–3.0 g/L. 
The solution was in an open vessel (exposed to air) at room temperature 
and was stirred until the solution color changed from pink to brown (20 
h). During the process, the solution was buffered at pH 8.5 by adding 
Tris. Then, the templates were washed with ethanol and deionized water 
alternately, and immersed in a copper electroless plating bath (Caswell 
Inc., NY). The copper plating was performed over 30 min to create 
conductive copper layer (~1 μm) on the template surface. Afterwards, 
~10 μm-thick nickel layer was coated on top of the copper layer via 
pulse-reverse electrodeposition. For the nickel coating, complexing 
agents (310 g/L nickel sulfate, 35 g/L boric acid, 25 g/L nickel chloride, 
and 0.1 g/L saccharine) were prepared, and forward (0.1 A/cm2) and 
reverse (0.0015 A/cm2) currents were applied. After the deposition, the 
samples were inspected by using a scanning electron microscope (SEM, 
XL30, Phllips). Table 1 lists the open cell foams, i.e., polyethylene, 
polyurethane and nickel coated polyurethane foams, tested in this work 

Nomenclature 

A area [m2] 
Da Darcy number 
DT mean deviation of ΔT [K] 
Fo Fourier number 
H distance between the top edge and bottom edge [m] 
k thermal conductivity [W/(m⋅K)] 
l strut length [m] 
lw strut width [m] 
Li height of each layer [m] 
Q Joule heating [J] 
r spiral radius [m] 
R radius of the inscribed sphere [m] 
Ra Rayleigh number 
T temperature [K] 
V volume [m3] 
Vi volume of each layer envelope [m3] 

Greek letters 
α thermal diffusivity [mm2/s] 
β angle [o] 
δ probing depth [m] 
ϕ fraction of the solid phase 

Subscripts 
cond conduction 
cs cross-section 
eff effective 
f fluid phase 
m saturated medium 
Ni nickel 
PU polyurethane 
r radius 
s solid phase (skeleton) 
t total 
T temperature  
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with relevant properties including foam material, pore size, dimensions, 
density and the average strut thickness. Fig. 1(a–e) show the macro-
scopic images, and Fig. 1(f–j) show the microscopic images of the foams. 
To prepare Foam 5, Foam 1 was prepared, and additional layers were 
coated on Foam 1. For statistical reliability in measurements, 10 iden-
tical samples for each type of foam were prepared and tested. 

2.2. Computed microtomography 

To elucidate the foam architecture, we employed a high-resolution 
computed microtomography (μCT) system (SKYSCAN 1272, Bruker). 
The μCT system acquired a series of two-dimensional images of the foam 
through slice by slice scanning. The sliced image is denoted as layer 
throughout the article. To obtain the high-resolution anatomy of the 
foam, the sample was rotated 360◦ with a step of ~0.4◦ and five images 
were averaged to make each frame. The X-ray tube operated at an ac-
celeration voltage of 70 kV with a spot size smaller than 5 μm. Finally, a 
conventional filtered back-projection algorithm was used to reconstruct 
the 3D foam model. 

Fig. 2(a) shows the reconstructed model of the 3D composite foam 
while the inset image illustrates a representative layer. The layers were 
converted to contour images that only depict the foam strut boundaries 
as shown in Fig. 2(b). With the contour images, a sum of strut perimeters 
was calculated for each layer, denoted as total strut perimeter, using an 
open source image processing package (Fiji). Fig. 2(c) shows the total 
strut perimeter along the slice scanning direction which randomly 
fluctuates with an average of ~229.6 μm. Such fluctuating profile in-
dicates the homogeneous and stochastic nature of the foam architecture. 

With the μCT images, the cross-section areas of struts (APU,cs) and the 
nickel shell surrounding the struts (ANi,cs) were estimated. Due to the 
limited X-ray penetration depth and scanning resolution, the 3D anat-
omy model of a composite foam did not directly provide the nickel shell 

area. Thus, the nickel shell area was estimated by multiplying the total 
strut perimeter and nickel coating thickness. Through this method, ANi,cs 
and APU,cs were estimated as 3.44 mm2 and 354 mm2, respectively. 

2.3. Transient plane source (TPS) method 

The thermal conductivities of the foams were measured with TPS 
method at room temperature. Fig. 3(a) shows the measurement instru-
ment (anisotropic module, TPS 2500 S, Thermtest, Inc). A sensor 
(C5501, Thermtest, Inc) included a spiral-shape, 10 μm-thick nickel foil, 
which was sandwiched by electrically insulating layers, 30 μm-thick 
polyimide (Kapton) film. The spiral area with a diameter of 12.8 mm 
generated Joule heating (Q), as the instrument supplied current over a 
predefined period of time (Δt). Sample width or diameter should be at 
least twice greater than the spiral diameter to ensure that the heat 
generated by the spiral area does not diffuse to the sample outside 
boundary within Δt. For the same reason, the sample thickness must be 
equal or greater than the spiral radius (r). Thus, we prepared foams with 
40 × 40 mm2 cross-sectional area and the thickness greater than 12.8 
mm. For the measurements, two identical foams were brought into 
contact with the sensor and compressed by a screw. A proper amount of 
compression pressure was important to ensure consistent measurements 
and not to significantly deform the foam shape. After mounting the 
samples, the sensor generated heat Q, which was assumed to diffuse 
identically into two samples as illustrated in Fig. 3(b). Then, the in-
strument recorded the temporal change in electrical resistance of the 
nickel foil. The measured resistance was converted to sensor tempera-
ture based on a temperature coefficient of resistance. The thermal con-
ductivity (k), was calculated from the inverse of the temperature 
increase (ΔT) per characteristic time constant, Fourier number Fo, using 
the following equation. 

Table 1 
Description of the test samples.   

Foam 1 Foam 2 Foam 3 Foam 4 Foam 5 

Material Polyurethane Polyurethane Polyurethane Polyethylene Ni/Cu/dopamine/polyurethane 
Pore size, μm 494 105 247 263 635 
Dimension, mm3 40 × 40 × 19 40 × 40 × 19 40 × 40 × 12.7 40 × 40 × 12.7 40 × 40 × 19 
Density, kg/m3 23.35 ± 0.01 28.25 ± 0.01 48.45 ± 0.01 33.25 ± 0.01 42.39 ± 0.01 
Strut thickness, μm 23 ± 1.3 12 ± 0.9 10 ± 0.5 2 ± 0.1 32 ± 1.5  

Fig. 1. Macroscopic and microscopic images of (a, f) Foam 1, (b, g) Foam 2, (c, h) Foam 3, (d, i) Foam 4, and (e, j) Foam 5. The scalebar represents 20 mm in the 
macroscopic images and 50 μm in the microscopic images. 
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k=
Q

2π1.5r
Fo0.5

ΔT
(1) 

Fourier number is a dimensionless time constant defined as αΔt/r2, 
where α is the thermal diffusivity which is a function of k, density, and 
specific heat. Thus, Eq. (1) is an implicit equation for k, which is 
numerically solved based on multiple measurements of Δt and ΔT. 

For an accurate and reliable measurements, two input parameters, Q 
and Δt, are critical, which, however, can only be chosen through trial- 
and-error approach. If Q is too small, temperature change is not 
measurable in high consistency. If Q is too large, sample temperature 
may excessively increase (e.g., ΔT > 5.5 K), and the temperature 
dependence of thermal conductivity becomes nontrivial. Measurement 
time should also be adjusted for heat to diffuse sufficient depth into the 
sample, but not to penetrate through any sample boundary (e.g., 5 mm 
≤ penetration depth ≤ 12 mm). To validate if Q and Δt are properly 
selected, TPS instrument estimates three validation metrics: radial 
probing depth (δr), a ratio of total measurement time to thermal char-
acteristic time (TCT), and mean deviation of ΔT during measurements 
(DT). The TCT is identically estimated as Fo, and recommended to be 
within the range of 0.33–1. During the measurement, ΔT is monitored as 
a function of the time constant Fo0.5 as shown in Fig. 3(c), which typi-
cally presents a linear dependence of ΔT on Fo0.5. 

Fig. 4(a–c) show the validation metrics, δr, TCT, and DT, as a function 
of the input parameters, Q and Δt, obtained with Foam 1. The range of Q 
was 10–40 mW and Δt ranged between 5 and 80 s. The validation 
metrics exhibited strong dependence on Δt. When Δt > 20s, δr reached 
the sample thickness and TCT exceeded 1, both indicating that heat 

Fig. 2. (a) 3D rending image of the nickel coated PU foam obtained by a static 
X-ray tomography system where the inset is the cross-section view for one 
selected layer. (b) A contour image indicating the strut boundary. (c) The total 
perimeter distribution of the foam from bottom to top surface. The red dash line 
indicates an average value (229.6 mm). 

Fig. 3. TPS instrument for measuring the thermal conductivity of the samples: 
(a) photographic image (20 mm bar for scale), and (b) a schematic. (c) Tem-
perature increase of the sensor as a function of the Fo0.5 (equivalently TCT0.5). 
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excessively diffused. Thus, Δt was selected as 20s for a proper heat 
diffusion. When Q > 40 mW, the sample temperature increased greater 
than 5.5 K. When Q < 10 mW, ΔT was too small, e.g., ΔT < 1 K. We also 
observed that the temperature fluctuated with greater DT when a greater 
Q was employed, although DT remained on the order of 10− 4 in all the 
cases. 

Fig. 4(d) is the measured k of Foam 1 as a function of Q and Δt. The 
measurement results significantly varied with Δt, changing from 0.01 
W/(m⋅K) to 0.07 W/(m⋅K). The dependence of k on Q was small relative 
to the dependence on Δt. When Δt > 20s, k was considered under-
estimated, as δr exceeded the sample boundary. When Δt < 5s, k was 
assumed incorrect, as the effect of thermal contact resistances was un-
avoidable at the beginning of TPS measurements. Based on the corre-
lations between the input parameters, validation metrics and k, we 
determined the ranges of Δt and Q for all foams as listed in Table 2. 
Properly selected Δt and Q ensured that 4 K < ΔT < 5.5 K, 0.33 < TCT 
<0.8, δr < sample length, and DT ≪ 10− 3. 

Fig. 5 presents the TPS measurement results. To ensure the 

measurement reliability, each sample was measured 5 times. The ther-
mal conductivities of the pure polymer foams (Foam 1–4) were 
extremely low and similar to k of air [0.026 W/(m⋅K)]. Particularly, k of 
Foams 2 and 3, pure PU foams, were close to each other as ~0.04 W/ 
(m⋅K), although their pore sizes differed by a factor of 2. Foam 4, 
polyethylene foam, exhibited similar k to Foam 2–3 and to the value 
reported in a literature [33]. However, as the pores were enlarged to 
near 500 μm (Foam 1), k of PU foam reduced to 0.026 W/(m⋅K). On the 
other hand, the addition of Ni layer (Foam 5) enhanced k of Foam 1 by 
5.5 times, confirming the contribution of the Ni layer. 

The uncertainty in our measurements can be estimated from the 
observed variations of k as a function of Δt and Q as shown in Fig. 4. 
Within the selected ranges of Δt and Q, i.e., 5s < Δt < 20s, 10 mW < Q <
40 mW, the uncertainty in k was observed as approximately 0.03 W/ 
(m⋅K). Thus, the uncertainty in our measurements is estimated at about 
80% for the pure polymer foams (Foam 1–4) and 20% for the Ni coated 
foam (Foam 5). These uncertainties agree with the uncertainties esti-
mated in the literature [34]. 

To understand if such augmentation in k was reasonable, we roughly 
estimated the effective thermal conductivity (ETC) of Foam 5 by using a 
simple 1D parallel heat conduction model. In this model, the foam was 
simplified as two parallel beams of PU and Ni with the same length. 
Then, the ETC of the foam was calculated with the following equation. 

keff =
(
APU,cs

/
Acs

)
kPU +

(
ANi,cs

/
Acs

)
kNi. (2)  

where Acs is the total cross-section area of the foam structure which is 
equal to Acs = APU,cs + ANi,cs. Considering the nanocrystalline (NC) na-
ture of the electrochemically deposited nickel coating, kNi is assumed to 
be within the range of 67.3–78 W/(m⋅K) [35–37], which is smaller than 
the k of bulk nickel [90 W/(m⋅K)]. For this calculation, we used k of NC 
nickel at 300 K [76 W/(m⋅K)] [38]. Using Eq. (2), keff was estimated as 
0.73 W/(m⋅K), which was ~5 times greater than the TPS measurement. 
A major possible reason of keff overestimation would be that Eq. (2) 
oversimplifies the foam geometry. In an actual foam, the path length of 

Fig. 4. (a–c) Validation metrics of TPS measurements as a function of input 
power and measuring time: (a) radial probing depth, δr, (b) TCT, and (c) mean 
deviation of ΔT, DT. (d) Thermal conductivity measured for Foam 1. 

Table 2 
List of measurement parameters.   

Power Q, mW Time Δt, s Temperature increase ΔT, K TCT Probing depth δr, mm Mean deviation DT, 10− 4 Thermal conductivity k, W/(m⋅K) 

Foam 1 20 20 4.68 0.71 6.89 4.80 0.026 
Foam 2 20 20 4.43 0.398 7.66 1.85 0.040 
Foam 3 20 20 5.17 0.402 8.22 2.91 0.042 
Foam 4 15 40 4.17 0.392 8.26 1.87 0.039 
Foam 5 20 10 4.38 0.445 13.8 3.29 0.143  

Fig. 5. Thermal conductivity of the foams as a function of the pore size.  
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thermal transport, which is a function of strut angular orientation, may 
be greatly different to the thermal transport path assumed in the 1D 
parallel heat conduction model. Furthermore, the overestimation of Eq. 
(2) can be partly ascribed to the defects formed in the nickel shell. Fig. 6 
shows the SEM images of the nickel shell surface in Foam 5, indicating 
that the nickel coating is not perfectly continuous due to delamination, 
surface fracture and node fracture. Such defects would reduce ANi,cs. To 
account for the actual foam structure revealed by μCT images, we 
developed more realistic models in the following section. 

3. Modeling 

In this section, we develop a finite element model (FEM) and a 
thermal resistance model for the heat transfer in open-cell composite 
foams with several assumptions. As heat transfer mechanism, we only 
consider the conduction through the nickel skeleton due to the following 
reasons. Natural convection and radiation are neglected considering the 
fact that the total temperature increase is less than 6 K during the TPS 
measurements and the foam pore size is smaller than 1 mm [29]. Under 
this condition, Ra is estimated far less than 1. We further simplify the 
modeling by neglecting the heat conduction in air and PU struts, since k 
of air and PU are smaller than kNi by a factor of >5000. 

3.1. Finite element model 

The FEM analysis (ANSYS 2019, R2) was carried out on the HPD 
model to simulate the temperature distribution of foam unit cell region. 
Fig. 7(a) presents the schematic of the HPD model with important 
geometric parameters including strut width (lw), strut length (l), radius 
of the inscribed hole area (R), and edge-to-edge length (H). The 
pentagonal dodecahedron (PD) architecture, which has been employed 
as a geometric model of open-cell polymer foams [25,39], involves 
twenty nodes and thirty ligaments. In the HPD model, the inside space of 
the PD architecture or struts is hollow, mimicking the nickel shell of the 
composite foam. The calculated cross-section area of the HPD model 
fluctuates similar to the μCT 3D anatomy model, supporting that the 
HPD model resembles the actual foam architecture. Fig. 7(b) shows the 
cross-sectional area of an HPD model when a nickel coating thickness is 
10 μm. In this particular HPD, the average cross-section area is 0.063 
mm2. 

To calculate ETC, steady-state temperature distribution was 

Fig. 6. SEM images of electro-plating defects found in Foam 5 including (a) 
delamination, (b) surface fraction and (c) node fracture. 

Fig. 7. (a) CAD model for a general PD structure; (b) Cross-section area dis-
tribution corresponding to the PD model in (b) with 10 μm nickel thickness; (c) 
Temperature contour plot computed with FEM simulation. 
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simulated with the FEM. As thermal boundary condition, temperature 
difference between two parallel ends of the HPD model was set to 1 K as 
shown in Fig. 7(c). The FEM employed the nickel properties at 300 K. To 
ensure mesh independent solution, fine adaptive mesh grids were 
generated with around 100,000 elements in the HPD model. The 
convergence threshold was set to 10− 13 which was much lower than a 
default value 10− 3 to ensure accurate solutions. Only considering the 
conduction rate through Ni shell (Qcond), FEM calculated keff with the 
relation, keff = QcondH/ANi,cs(Ttop – Tbottom), where Ttop and Tbottom are the 
temperatures at the top and bottom edges. In this relation, Ttop – Tbottom 
was equal to 1 K, and ANi,cs in the HPD model was equal to H2. Thus, the 
above relation reduced to keff = Qcond/H. For a comparison with the 
experiment results and another model to be developed, we calculated 
keff while varying the nickel thickness from 10 to 50 μm. Table 3 lists the 
relevant parameters and predicted keff. 

3.2. Thermal resistance model 

An analytical approach, thermal resistance model, was developed to 
investigate the influence of the strut angular distribution and thermal 
transport path length on the open-cell composite foam ETC. An analyt-
ical model enables to study the effect of a specific model parameter with 
reduced computation cost as compared to FEM. Many semi-analytical 
models were introduced in literatures [40–44] to estimate the foam 
ETC while modeling the foam architecture as a periodic lattice structure. 
We adopted the edge by edge 3D packing architecture which was 
compatible with the HPD foam model [25]. Fig. 8(a) shows the lattice 
structure consisting of 3 × 3 × 3 HPD models. 

In this approach, we divide the HPD lattice unit cell into 9 different 
layers and model them as a series of thermal resistances. Fig. 8(b) il-
lustrates how the unit cell is divided along the z axis which corresponds 
to the heat transfer direction in the model. This layer division is based on 
the strut angular distribution such that the angle between the strut and z 
axis [β as indicated in Fig. 7(a)] may possess only one or two values in 
each layer. Accordingly, the height of each layer (Li) can be expressed 
with l, lw, and dihedral angle of 58.3◦ by using the relations below, 
where the subscript i indicates the order of layer. 

L1 =L9 =
( ̅̅̅

3
√

lw

/
2
)

cos58.3o (3)  

L2 =L8 =
(

l −
̅̅̅
3

√
lw

/
2
)

cos18o cos58.3o (4)  

L3 =L7 = l cos72o cos58.3o (5)  

L4 =L6 = (l − lw)/2 (6)  

L5 = lw (7) 

The ETC of the open cell foam is often estimated using the volume 
averaged method [45], which can also be used to model the ETC of unit 
cell layers. Then the ETC of each layer (ki,eff) is modeled as below [42]. 

ki,eff =ϕkscos 2 β + (1 − ϕ)kf (8)  

where ks is the thermal conductivity and ϕ is the volume fraction of the 
solid skeleton. In Eq. (8), the second term on the right-hand side is 
assumed negligible, because ks ≫ kf. Then, based on the strut angular 
orientations of each layer, cosβ is determined as follows. For layers 1 and 
8, cosβ = 1. For layers 2 and 7, cosβ = cos18◦cos58.3◦. For layers 3 and 
6, cosβ = cos72◦cos58.3◦. For layers 4 and 5, cosβ is 1 for the orthogonal 
struts and cos18◦cos58.3◦ for the tilted strut. The volume fraction ϕ is 
calculated by the strut volume divided by the layer envelope volume 
(Vi), where Vi = LiH2. 

Considering that the struts can be shared by more than one unit cell 
in lattice, the number and volume of struts are determined as follows. 
Layers 1 and 9 include 1 complete horizontal strut each. Layers 2 and 8 
include 4(l - lw)cos18◦cos58.3◦ struts each. In layers 3 and 7, there are 4 
+ 4(1 - ε) struts in total, where ε = 0.5l/(0.5H - l cos18◦cos58.3◦). In 
layers 4 and 6, there are (l - lw) + 4(ε - lw/l) struts in total. Layer 5 in-
cludes 2 + 2lw/l struts. Thus, each unit cell possesses 30 struts in total. If 
the volume of a single strut is expressed as Vt/30, where Vt is the total 
volume of struts per unit cell, then ki,eff is obtained as below. 

k1,eff = k9,eff =
1
30

Vt

V1
ks (9)  

k2,eff = k8,eff =
2

15
Vt

V2
ks(cos18o cos58.3o)

2 ks (10) 

Table 3 
HPD lattice model parameters and results.  

Ni 
thickness 
(μm) 

Qcond 

(mW) 
lw 

(μm) 
Vt 

(mm3) 
L 
(mm) 

H 
(mm) 

keff, 
FEM 
[W/ 
(m⋅K)] 

keff, Eq.  
(14) 
[W/ 
(m⋅K)] 

10 0.514 214.5 0.196 1.150 3.01 0.171 0.154 
15 0.830 234.5 0.311 1.154 3.02 0.275 0.247 
20 1.14 254.5 0.436 1.159 3.03 0.377 0.354 
25 1.50 274.5 0.573 1.163 3.04 0.492 0.468 
30 1.88 294.5 0.710 1.167 3.06 0.615 0.588 
35 3.07 314.5 0.868 1.172 3.07 0.745 0.727 
40 3.08 334.5 1.04 1.177 3.08 0.884 0.878 
45 3.09 354.5 1.22 1.181 3.09 1.026 1.041 
50 3.10 374.5 1.41 1.185 3.10 1.192 1.217  

Fig. 8. (a) Schematic diagram of the 3D packing HPD lattice architecture. (b) A 
representative unit volume, which is divided into 9 different layers considering 
the strut orientation. 
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k3,eff = k7,eff (11)  

k4,eff = k6,eff =
1
30

Vt

V4

l − lw

l
ks +

2
15

(

ε Vt

V4
−

lw

l
Vt

V4

)

(cos18o cos58.3o)
2ks

(12)  

k5,eff =
1
15

lw

l
Vt

V5
ks +

1
15

Vt

V5
ks (13) 

For the thermal resistances in series, the total thermal resistance is 
the sum of constituents. Accordingly, the ETC of an HPD unit cell is 
obtained as below.   

Table 3 lists the predicted keff by Eq. (14). 

4. Discussion 

The comparison between model predictions indicates that the 
consideration of strut angular distribution and thermal transport path 
length is important for modeling the ETC of foams. We first cross- 
validated FEM and the thermal resistance model by comparing their 
predictions for various nickel coating thicknesses. Fig. 9 shows that keff 
of the composite foam estimated by FEM and the thermal resistance 
model are sufficiently close to each other. Especially, for 10 μm coating 
thickness, both models predict similar to the experimentally measured k 
[0.143 W/(m⋅K)], whereas the simple 1D parallel heat conduction 
model (Eq. (2)) overpredicts keff as 0.73 W/(m⋅K). This result supports 
that the foam architecture is a critical factor in foam ETC modeling, 
which is also intuitively reasonable considering the fact that heat flows 
through highly curved and long passages in actual foams when 

conduction is a dominant heat transfer mode. Still, the models based on 
HPD foam architecture slightly overestimate keff about 10–15%. Possible 
reasons for the model errors would be the inaccuracies in thickness and 
thermal conductivity of nickel shell, coating defects and the difference 
between the HPD 3D-packing architecture model and actual foam ar-
chitecture. However, the models based on HPD foam architecture do not 
seem oversimplify the actual foam architecture when considering their 
predictions of keff and foam cross-section area, thus they can be 
considered as valid and facile tools for modeling composite foams. 

5. Conclusions 

This work investigated the thermal conductivity of the metal coated 
polymer composite foam based on TPS measurements and modeling. 
The ~10 μm thick nickel coated open-cell PU foams exhibited keff of 
0.143 W/(m⋅K), which was 5.5 folds improvement against pure PU 
foams. To understand the keff enhancement in the composite foam, a 
FEM and thermal resistance model were developed based on the recently 
proposed HPD 3D-packing architecture. The comparison between the 
experimental measurement and models clearly revealed the influence of 
the foam architecture, i.e., strut angular distribution and thermal 
transport path length, on the ETC of the foam-based architecture. When 
simplifying the composite foam as parallel beam conductors, the model 
prediction overestimated the thermal conductivity by a factor of 5. On 
the contrary, the models based on HPD foam architecture predicted 
close to the experimental measurement, supporting that the foam ar-
chitecture is a critical factor for modeling ETC. The developed analytical 
model exhibited similar accuracy to FEM, validating that it is a new 
facile method to approximate the ETC of the open cell composite foam as 
a function of foam porosity and geometrical parameters. 

The heat transfer enhancement in polymer foams by thin nickel 
coating would find applications in polymer heat exchangers and catalyst 
devices. Polymer heat exchangers have been popularly used in corrosive 
environment, but small thermal conductivities and poor mechanical 
properties have limited their applications. The nickel-coated polymer 
foam can be used to construct mechanically strong and highly thermally 
conductive structures. Fortunately, nickel is corrosion-resistive to many 
kinds of fluid. Moreover, the high thermal conductivity of the composite 
foams is useful to achieve a uniform temperature distribution in catalysis 

devices that are made of polymer foams. Equalizing the temperature 
distribution is critical for the catalyst devices and can help to improve 
their overall efficiency [46]. The nickel coated polymer foams are also 
electrically conductive and possess large surface areas, thus thy can be 
used to make supercapacitors electrodes [47], oil absorption media 
[48], and electromagnetic interference shields [49]. 
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Fig. 9. The ETC of the HPD architecture predicted by FEM and the thermal 
resistance model as a function of Ni coating thickness. The black dash line in-
dicates our experiment result, corresponding to ETC = 0.143 W/(m⋅K). The Ni 
coating thickness of experimental samples is approximately 10 μm. 

keff =H
/[

2
(
lw

̅̅̅
3

√ /
2
)
cos58.3o

k1,eff
+

2(l − lw)cos18o cos58.3o

k2,eff
+

2l cos72o cos58.3o

k3, eff
+
(l − lw)/2

k4,eff
+

lw

k5,eff

]

(14)   
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